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(Barnes and Underwood 1959)
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(McCloskey and Cohen 1989)




Learning Skill A then Learning




Natural Neural Networks are Modular

Low Modularity High Modularity




Modularity Can Reduce Interference




Can We Evolve Modular Neural Networks?



Can We Evolve Modular Neural Networks?
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Clune, Mouret and Lipson (2013)
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Experiment — Hypothesized result

Goal: Evolution Resultant networks
Learning two independent
skills, Aand B
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Experiment — Hypothesized results
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Evolving Learning Abilities

* Evolution optimized learning neural networks

* Each individual was subjected to a number of learning episodes, and
awarded a fitness value based on its ability to learn without forgetting

* The learning task abstracted an animal learning food preferences in a
seasonally varying environment



A Single Fitness Test
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Skill A Skill B \
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Learning two independent
skills, A and B
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Performance

Modularity
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The Best Networks From Independent Evolutionary Runs
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Two Benefits of Modularity:

Separating Skills
from Learning Signals

l

Reducing Interference
Between Learned Skills
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Conclusion




summary

* Sequential learning is an important and difficult challenge for neural
networks

* Adding a connection cost during evolution increases modularity and
performance on this task

* Connection-cost individuals are better at retaining learned skills



Important issues for future work

* More complex learning tasks

* Different learning paradigms

* Deeper analyses of the modularity. Is there a functional modularity?
 Separating skills but allowing shared knowledge



