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* Title borrowed from Andy Zeng’s talk on the same subject: https://www.youtube.com/watch?v=v3ggjaBQeeo 

https://www.youtube.com/watch?v=v3ggjaBQeeo


Recap from Kai’s presentation: Foundation Models for 
robotics

- Foundation models pretrained on diverse robot demonstrations
& fine-tuned on different tasks show skill generalization & transfer

- Demo & tasks 
share embodiment

- Observations
- Actions
- Dynamics

- Output of the model is a
low-level control policy

- LLMs are language in, language out

https://sites.google.com/view/bridgedata 

https://sites.google.com/view/bridgedata


The Big Question: What do LLMs “know” about robotics?

Do they know how to:

- Perform abstract reasoning?
- c.f. classical AI planners (e.g. FastDownward)

- Perform geometric reasoning?
- c.f. motion planners (e.g. RRT)

- Execute low-level actions in closed loop?
- c.f. model-based control (e.g. MPC) / 

      learned policies (e.g. RL, Behavioral Cloning)





LLMs perform poorly on planning benchmarks

K. Valmeekam et al. 2023 [9]

Blocksworld domain [UMBC]

- Blocksworld is a popular 
classical planning benchmark

- Considered an easy problem 
for standard planners

- GPT-4 succeeds only a third 
of the time

- Performance drops to 2% (!) 
when the labels for actions 
and states are randomized 
(e.g. “stack” → “overcome”)
→ “looking up” examples 
     instead of planning?



Abstract Reasoning (Planning)

SayCan (Arxiv 2022)

1. Assume a set of skills, equipped with:
a. A language label
b. Skill completion probability* from current state

2. LLM generates a list of tasks from
user instructions

3. Skills to be executed =
Similarity between skill label & task name
                            *
     Skill completion probability

…*value function of the learned policy





Geometric Reasoning

Inner Monologue (CoRL 2023)

- SayCan + Task success feedback 
from scene descriptor* 
= replanning!

Socratic Models (Arxiv 2022)

- Combine LLM with:
1. vision-language model**
2. language-conditioned skills*** 

- All modules communicate via 
language

Video of results: https://innermonologue.github.io/ 
                           https://socraticmodels.github.io/ 

* MDETR (ICCV 2021)
** ViLD (ICLR 2021)
*** CLIPort (CoRL 2022)

https://innermonologue.github.io/
https://socraticmodels.github.io/




Skill Execution

Code as Policies (ICRA 2023)

- Have the LLM program a controller
- Can code up low-level controllers 

from scratch (e.g. cartpole)
- Still relies on perception & control 

modules

Video of results: https://code-as-policies.github.io 

https://code-as-policies.github.io


The Big Question: What do LLMs “know” about robotics?

Do they know how to:

- Perform abstract reasoning?
- e.g. classical AI planners (e.g. FastDownward)

- Perform geometric reasoning?
- e.g. motion planners (e.g. RRT)

- Execute low-level actions in closed loop?
- e.g. model-based control (e.g. MPC)

Kind of, but:

With pretrained skills

With examples 
(instructions/code)

With perception modules

As long as [Planning, Perception, Control] can be expressed in language (or code), 
then LLMs can help out! 



Limitations                  or                   Advantages?

- LLM-based plans have no formal 
guarantees of task success 

- LLMs don’t seem to do 
compositional reasoning
(Dziri et al. 2023 [10])

- User-friendly (dealing with 
ambiguities inherent in language)

- Grounding needs external 
modules to be conditioned 
on language

- Language as a common 
interface (e.g. socratic models)

- Leveraging large datasets / 
pretrained models
→ accelerate research?

- Do we want unverified code 
running on robots?



How does this affect my research?

I use a combination of:

- Classical planning
- Motion planning
- Low-level controllers

Each of which can be replaced /
augmented by language-based models

            Should I?
TIAGo using task planning, motion 

planning and a learned push skill [11]
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